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Abstract:

In the present paper we study the Wronskian and existence of eigenvalue problems
in the case of ordinary linear differential equations with different examples and lemmas
associated with matrix method, including certain boundary conditions. By using a necessary
and sufficient condition that a set of 2n solutions with some basis of fundamental set of
solutions. The numerical results are discussed in the illustrated examples. The important
results are also discussed in the lemmas in this paper. The purpose of the study is to more
clearly clarify the concept to apply Wronskian and eigenvalues in different cases.

1. Introduction

Let the matrix equation

(L-2)$=0 (2.1.3)
where A is a parameter, real or complex. The Wronskian for the system (2.1.3) we consider
ujl ujl (X’k)
u, u, (X,A) | .
vy (XA)=| * =l ” ]=12,3...2n
U ||y, (x,k)_

be 2n-solutions of (2.1.3). Then the determinant

W (W, W W0 JA) = W, (G A), W, (X, 1), W, (X, )}
defined by

U Uppeennnnnn, U,
Up Uppennnnnn. U,
u ) D u
In 2n 2n,n
Wx (\Vl’\VZ """ ’WZn)A': ' i ' (214)
Ujp Uppeenennnnn. U,
! ! 4
U, Uppeeninnnnns U,
! ! !/
U, Uppeeniennnnn. Usnn
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is called the Wronskian for the system (2.1.3) as it plays the same role for the system (2.1.3)
as does the Wronskian in the case of ordinary linear differential equation. Bhagat [11] and
Levinson [12] have studied the necessary and sufficient condition that the 2n— solutions

Wy, Wy, of (2.1.3) linearly independent is that W, (w,, y,.....s,,)(A) # Ofrom the

following
Theorem
Consider
1] 9, |
_ f, _ op
F=F(x)=| " [and G=G(X)| "
_fn_ _gn_
where fi, fo,....... fa; g1, Q2.....,gn are functions of a be two vectors having continuous

derivatives of second order. Then from the result

Op Loj — (L(|)k)T(|)j = [(I)j,d)k ]l where ¢;and ¢, are the solutions of (2.1.3) we have
G'LF-F'LG-[FGY
Thus

[[G"LF-F'Le)dx=[F G’ =[F G](b)-[F G]@)  (215)

This is the Green’s Formula for our boundary value problem
Now if Fand G are such that [F G](b)—[F G] (@) =0
Then
b b
L G'LFdx = j F'LGdx (2.1.6)

the self adjointness condition
Let F and G be the solutions of (2.1.3) and satisfy the boundary conditions

aj, 0, +aj,0 + 8jyd, + iy + ... + Al 4, +aL0n =0,j=12...0
and bj,¢, + bj,d; + bj,d, +bj, b3 +.... + bj, b, +bj, ¢r =0

at x = a and x = b respectively. If the conditions are satisfied then by the theorem
[F G](b) =[F G](a) =0

Let
[ Uj(x,1) |
v (x,2) = ujzfx’x) =1,2,3......2n
_ujnkx,k)_
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be 2n. solution of (2.1.3) for the same values of A. Then the Wronskian
W, (v, W,,......, ¥, )(A) is independent of x and depends only on X.

Let

1 [ 14
Ugy Uppeeenen. Uy, Uy Upeeeen Uy,
u, u ... u, u Uorrrrrens u
A= 21 22 2n 21 22 2n
! ! !
| Uy Uhppeeeencl o Uy Ui, Uy
_ [ [ 2 7]
Uy Upgeeenee Uy, —Uj; —Ul, e uz,
14 14 [
Uy Uypennnnn U,, —uj, Uy wereenne us,
B=
! [ 14
| Uppy Upppeeeenillpny = Uppy —Ugppeeeeene. — Uy |

Then we have

Twr wi] [ws ol [Ws W]
[\Vz \Vl] [\Vz \lfz] ------ [\Vz Wzn]

[[ww,]l<nrs<2n]= = AB'
_[Wzn \Vl] [‘Vzn \Vz] ----- [\Vzn Yo ]_
Hence
et [[w,v,]]=detA.detB
But  detA=(=1)" W, (W, W, W, J(A)
and detB=(-1)"W, (W, Wy,eces W, )(X)
Hence,
1<r,s<2n] [y, ]]= D" {W (w0 ey )W)
i.e. Jsgseﬁth [[\pr\psﬂ = {WX (W Wyy, w2n)(k)}2 (2.1.7)

It follows from (2.1.7) that W, (w,,W,,.....,W,,)(A) is independent of x and

depends only on A since each [y, ] is so.

If ¢, ¢1...... don are boundary condition vectors defined in [did] = O
1<i, j<nand[¢,6,]=0 n+1<k, £<2n and (2.1.7) we have

DWW, (0, B evvvveens O (W)}
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N

[(I)l (I)n+1] [d)l ¢n+2] """ [(I)l ¢2n]
[(I)Z ¢n+1] [(I)Z ¢n+2] """ [¢2 ¢2n]

()
[(I)n (I)n+1] [¢n (I)n+2] """ [d)n (I)Zn]
we define
[(I)l ¢n+1] [d)l ¢n+2] """ [(I)l ¢2n]
D(?L) _ [(I)Z ¢n+1] [(I)Z (I)n+2] """ [¢2 ¢2n] (7\‘) (2.1.8)
[(I)n ¢n+l] [(I)n ¢n+2] """ [(I)n ¢2n]
Hence
(W, (G 20 ) (1)) ={D(YY 219)

Here D (M) is an integral function of A idependent of x and real for real A. Hence in
the complex A-plane the zeros of D(L) form an isolated set whose only limit point is at
infinity. Consequently the zeros of D(A) form an almost enumerable set. Hence D()) is not
identically zero in x over [a, b] and consequently W, (¢,,d,......,d,,)(A) is not identically
zero in x over [a. b]. Hence the boundary condition vectors ¢, ¢,......,¢,, are linearly
independent over [a, b] and form a fundamental set for those values of A for which
D(\) =0 .1f D(X) =0 for some A, then ¢1, 2 .... dnare linearly dependent.

We now prove a theorem on the existence of eigen values for this, consider the
necessary and sufficient condition that A should be an eigen value is that it is a root of D())
=0
Suppose that & =1, D(A) =0 i.e. W(L) =0

Then ¢, 0,,......, §,, form a fundamental set for the differential system
d*9,
W_Alld)l_Alz(l)Z ------ A9, :7“(¢1+¢2+---+¢n)
d*9,
dx2 Apy = Apdyeee = Agp 0y :)‘(¢1+¢2 +"'+¢n)
d*9,
W—Anld)l—Anz(])2 ...... A, b, =N, +b,....+0,) (2.1.10)

and any solution
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U (X,2y) |

B(x,0) = u2(:><,7»1)

_un(xixﬂ)_

n

are constants (real or complex) not all zero.
Let ¢(X,A,)satisfy the boundary conditions

Zznaj[¢j ¢ |=0, k=12....2n (2.1.12)
j=1

The necessary and sufficient condition that (2.1.11) have a non trivial solution is that
the determinant of the coefficients should vanish. i.e.

det, [[or..]](2.)=0

1<r,s<2n
ie.  D(X,)=0by(21.7)and (2.1.9)

But D(kl) # 0. Hence the only solution of (2.1.10) is a trivial one. Therefore for A

= 1 no solution of (2.1.11)satisfying the boundary conditions

0(x,1) b, (%,xﬂzo, j=1,2,3...n and (2.1.12)
0(x, ) b, (g,xﬂ:o, K=n+1n+2,...2n (2.1.13)

Consequently A = A1 is not an eigenvalue.
Conversely, Let A1 be a root of D(A) =0

Then W, (&, ,,....,d,,)(A,) is identically zero in x over [a, b]. Hence there exists a linear
relation of the form

Ay (G A) + Agh, (X, Ay) + e+ A, (X 4y)
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=A, 10, 06A) +A, LD, L (GA) + o+ AL D, (X A) (2.1.14)

For all X €[a,b]where A1, A,,....,Az are constants with an important results are such that
not all Ay, As...... An are zero and not all of An+1, An+2........ ,Azn are zero.
Then the vector,

O, Ay) = A, (X A) +ALD, (X A,) +.. +A LD, (X, A)  (2.1.15)

Satisfies the system (2.1.10) and (2.1.14) it also satisfies the boundary conditions (2.1.12)
and (2.1.13). Hence ¢(X,A,) given by the above equation is an eigenvector and A1 is an
eigenvalue.
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